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ABSTRACT 

This study aims to examine graders’ satisfaction with the open-ended question implementation in one of the open 

education systems in Türkiye. The quantitative research method was adopted in this study in which the data were 

collected through a questionnaire developed by the researchers. The graders' satisfaction regarding open-ended 

question implementation was discussed in three dimensions. These are "the functioning of the open-ended question 

grading system", "the need for communication/help while using the system" and "the importance of open-ended 

questions in open and distance learning". Whether the sub-dimension scores of the measurement tool were different 

from the expected values was examined with the Wilcoxon test. The graders' satisfaction regarding open-ended 

question implementation was analysed according to gender, title, and course variables. It was observed that the 

graders' satisfaction levels regarding the "Satisfaction with the grading system " and the "importance of open-

ended questions in open and distance learning" were high. It was observed that the satisfaction levels of the graders 

regarding the " Satisfaction with the grading system", "the need for communication/help arising during using the 

system" and "the importance of open-ended questions in open and distance learning" did not change according to 

gender, academic title and the type of course they scored. 

 

INTRODUCTION 

Assessment is an important process in terms of providing an opportunity to evaluate education in terms of time, 

effort, and cost by determining whether learners have achieved their learning goals, and deciding whether to 

continue after the process, whether it is successful, whether or not to proceed to the next stage, depending on the 

characteristics of the learner (Nitko, 2004). In open and distance education, the process of specifying the observed 

qualities and observation results with numbers or symbols and making a value judgment about the measured 

quality by comparing the measurement results with a criterion is particularly important as it can be used to motivate 

distance learners who take responsibility for their learning (Harlen & Deakin-Crick, 2003). In the open and 

distance learning system; the process of evaluating students includes limitations compared to the traditional 

education environment because the instructor and learners are physically in different environments (Puspitasari, 

2010). The reasons such as the fact that learners are of different ages and occupations, enrol in programs for 

different purposes, have various learning materials, and have different criteria for success make assessment a 

problematic process in open and distance education (Thorpe, 1988). In this context, instructors do not have many 

options to measure the performance of learners in open and distance education (McIsaac & Gunawardena, 1996). 

In distance education, some of the measurement and assessment activities are organized based on study materials 

prepared according to self-learning principles; in determining the success level of students, mostly time-limited, 

supervised exams are used. Today, although technological developments offer new opportunities to instructors in 

this sense, it is not entirely possible to ensure identity control and reliability in new learning environments. 

However, Tomas et al. (2015) state that distance education in higher education is increasing rapidly, and 

technology-based assessment is progressing more slowly than expected. 
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In mega universities providing open and distance education services around the world, multiple-choice tests called 

objective tests are used as a basic measurement tool, as well as homework and portfolio, in determining the success 

levels of learners. Research conducted on these institutions has revealed that learners prefer different measurement 

tools such as true-false tests, matching tests, homework/projects, and graduation thesis in measuring their 

knowledge (Karadağ, 2014). In the study of Cabı (2016), it was seen that distance learners wanted to be evaluated 

with exams. Because each question type has superior and non-superior aspects, it is also very important to increase 

the reliability of using different question types in measurement tools to turn the superiority of different question 

types over each other into an advantage (In'nami & Koizumi, 2009). In this context, it is not possible to determine 

whether high-level thinking skills are acquired or not with tests in which only multiple-choice questions are used 

(Husain et al., 2012). 

 

Open-ended questions are the most appropriate question types used to measure high-level skills such as problem-

solving, organizing problems, generating new and original ideas, evaluating ideas, applying the information in 

different situations, establishing cause-effect relationships, making generalizations, generating hypotheses, 

making comparisons between alternatives (Kwon et al., 2006; Foong, 2002). Long mixed tests are moderately 

difficult and more distinctive than tests consisting of only multiple choice and only open-ended items (Kurniawan 

et al., 2018). The tests, which include open-ended questions, focus on perception, justification, and the ability to 

use information, and that such questions allow learners to reflect on their differences (Melovitz Vasan et al., 2017; 

Wooten et al., 2014). On the other hand, the answers given by the learners to the open-ended questions can also 

be used to obtain information about the quality of the learning process (Lee, Liu, & Linn, 2011). It is stated that 

open-ended questions expressing classical, written questions that cannot be answered simply as yes or no and that 

do not offer options are the most appropriate question type to measure high-level skills. At the same time, other 

superior aspects of open-ended questions are that they reduce the measurement error by eliminating chance 

success, are suitable for partial scoring, and can be prepared more easily than multiple-choice items (Allan, & 

Driscoll 2014; Ventouras et al., 2011). However, in the use of open-ended questions; There may be situations such 

as taking a long time to implement and scoring, difficulty in providing content validity, fewer questions due to 

time constraints, and most importantly, inability to score objectively (Palmer, & Devitt, 2007; Reiner et al., 2003).  

 

When the studies on evaluation with open-ended questions in universities that implement open and distance 

education in the world are examined, it is seen that the evaluation made with open-ended questions from both 

learners and instructors is subjective (Aisha, 2007). For example, in AIOU, the success of students is determined 

by homework and exams with three hours of open-ended questions. Scoring is done by the teaching staff working 

at universities throughout the country, and when these are not sufficient, with the contribution of teachers affiliated 

to the Ministry of National Education. An automation system is not used and the announcement of the exams takes 

a long time like one month. In this situation, when learners are informed about the process and how the scoring 

will be, students' anxiety about grader reliability can be reduced. 

 

The difficulty of distinguishing between true and false in open-ended questions would make it difficult to read and 

score the paper. On the other hand, the majority of the educators scored the questions according to the degree of 

difficulty, that they gave high points to difficult questions and lower points to easy questions, and that they did not 

prefer to give equal points to each question. At the same time, the student's inability to remember information 

during the exam, insufficient writing skills, or prejudices about the difficulty of open-ended questions are also 

conditions that affect student performance and the use of open-ended questions (Reiner et al., 2003). 

 

An under-graduate level open education system in Türkiye has also started to determine student success with tests 

that include open-ended questions in the 2017-2018 academic year fall semester exams. During this period, two 

short-answer questions worth 5 points, one long-answer question worth 10 points, and 16 multiple-choice 

questions worth 5 points were included in the tests consisting of 19 questions in certain courses. With the long 

answer question, learners are expected to express their views and thoughts on the given topic by writing a 

paragraph. Open-ended questions are evaluated with the Open-Ended Question Grading (OEQG) System designed 

online. Until the open-ended question implementation, which is the subject of this study, it is the first example in 

the context of open and distance learning throughout the country. The details of the installed system are given 

below.  

 

Open-Ended Question Grading (OEQG) System 

Within the scope of Open Education System (OES), open-ended questions are asked to students in midterm exams 

in six different departments at the undergraduate level. In this context, an infrastructure has been prepared by the 

Computer Research and Implementation Centre (CRIC) Web Group for the grading of open-ended questions. The 

open-ended question system consists of two different stages. The first stage is the implementation of the open-

ended exam, and the second stage is the grading of the open-ended exam. During the implementation phase of the 
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open-ended exam, the long and short-answer questions that are planned to be asked in the exam are taken from the 

course editor by the Test Research Unit. The determined questions are presented to the students after the multiple-

choice questions in the question booklet containing the related courses. In an exam, a total of three open-ended 

questions are asked, two with short answers and one with long answers, for a course. In addition to the optical 

form prepared for multiple choice questions, a separate answer sheet is prepared for the students who take the 

course in the program where open-ended questions will be asked by the Computer Research and Implementation 

Centre Exam Software team. An area is left on this answer sheet where students can enter long answer questions 

along with fill-in-the-blank or short answer questions. While students enter the answers to the multiple-choice 

questions in the optical form, they enter their answers to the open-ended questions on the answer sheet. After the 

exam implementation phase, the answer sheets that come to CRIC are scanned by scanner devices and converted 

into digital form. After this stage, the scanned papers are sent to the OEQG system and the grading process begins. 

There are four different user roles in OEQG: Observer, Section Coordinator, Referee, and Grader. The duties of 

these users in the OEQG system are described below. 

 

Grader Role: They are the users who evaluate the papers automatically assigned by the system according to 

certain criteria.  

 

Figure 1. Grader Page View 

 
 

Referee Role: In case of conflict in the papers evaluated by the graders, they are the reviewers. 
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Figure 2. Referee Page View 

 
 

Program Coordinator Role: Each program has a coordinator. The user follows the referees and scorers in the 

program. Monitoring of scorers, change of scorers, tracking of rejected papers and assignment to referees, etc. 

performing transactions. 

 

Figure 3. Program Coordinator Page View 

 
 

Observer Role: Users who monitor the entire system over the OEQG system. 

 

Figure 4. Observer Page View 
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OEQG Workflow Process  

Papers scanned over the OEQG system are uploaded to the system at regular intervals. After this loading process, 

each paper is automatically assigned to two different graders responsible for the course. After each assignment, 

the graders are informed via SMS and e-mail. At the same time, within the period determined during the grading 

phase, task reminders are made to the graders at regular intervals every day. Until all the papers belonging to the 

students are scanned, paper assignments continue to be made to the graders at regular intervals. The path followed 

during the grading of a paper is explained below. Papers assigned by each grader are evaluated based on the rubric. 

For long answer questions, a rubric with a minimum of three or more options is presented. In short answer 

questions, a rubric consisting of true/false options is presented. All papers are shown to the scorers before the 

assignment. In this way, the rubrics are organized by examining the answers given by the students by the graders. 

In this direction, it has been tried to reduce the risk of error in the grading by considering all possibilities. Different 

graders evaluate each paper to make a fair grading. If there is a conflict between the points given by the scorers, 

the paper is sent to the referee. 

  

The referee can only take action on the disputed question. For example, if the first grader gives two points and the 

second grader gives four points in a long answer question on a paper, a conflict arises. In this case, the referee only 

sees the long-answer question and can act on it. After the referee evaluates the disputed question, the average score 

of the paper is calculated by the system according to the weight of the questions in the rubric. If there is no 

disagreement, the average score of the paper is calculated according to the weight of the questions by taking the 

average of the scores given by the graders. 

 

Determining the satisfaction levels regarding open-ended questions, which have an important place in the grading 

activities of learners in increasing the quality in open and distance learning environments, is very important in 

terms of improving the practice. In this study, although it changes in each period, how the answers of 181,162 

learners to open-ended questions in their own handwriting are perceived by 1411 raters, 58 referees, 4 coordinators 

and 4 observers, who evaluated their answers in 72 hours, were examined from various perspectives. In this 

context, the purpose of this research is to examine the satisfaction of graders with open-ended questions in the 

Open Education System. The graders' satisfaction with open-ended questions was discussed in three dimensions. 

These are "Satisfaction with the grading system", "The need for communication/assistance during using the 

system" and "The importance of open-ended questions in open and distance learning". 

 

THE STUDY 

This study uses quantitative research method. Design of the study is survey. Data were gathered by a scale 

developed by researchers. In this study, answers to the following questions were sought: 

 

RQ1: Do graders’ scores on subtests differ from the midpoint subtest score level?  

RQ2: Do graders' sub-dimension scores differ according to gender? 

RQ3: Do graders' sub-dimension scores differ according to the courses they grade? 

RQ4: Do graders' sub-dimension scores differ according to their academic titles? 

 

Participants 

The participants of the research are 169 instructors who work as graders in the open-ended question 

implementation in OES in the 2018-2019 academic year. The distribution of the graders participating in the study 

regarding their gender and academic titles is given in Table 1. 

 

Table 1. Distribution of Graders By Gender And Academic Titles 

Gender N % 

Female 98 58 

Male 71 42 

Academic Title 

Professor doctor 13 7.7 

Associate professor 29 17.2 

Assistant professor 28 16.6 
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Lecturer doctor 8 4.7 

Lecturer 26 15.4 

Research assistant doctor 9 5.3 

Research assistant 56 33.1 

Total 169 100 

 

Table 1 shows that while women constitute 58% of the graders participating in the research, the rate of men is 

42%. Looking at the distribution of graders by academic titles, the title with the highest percentage is Research 

Assistant (33.1%). 

 

The distribution of the courses that the participants worked on is given in the chart below. 

 

Chart 1. The courses with open-ended question practice 

 

 
 

As seen in Chart 1, the course with the highest number of graders was "Sociology in Türkiye" (44.4%). This is 

followed by the Turkish Sociologists (28.4%) course. These two courses are taught in the Sociology Undergraduate 

Program, where the number of students in the Open Education System is high. The courses with the lowest number 

of graders are History of Law (1.8%) and Contemporary Philosophy-II (3%). This shows that the number of graders 

is determined in direct proportion to the number of students taking the course. 

 

Data Collection 

In the research, the data were collected with the help of a measurement tool prepared via Google Forms. In the 

measurement tool, there are 16 closed-ended and 1 open-ended questions, 11 of which are Likert type and 5 of 

which are answered as yes-no. In the open-ended question, graders were asked to state their opinions on other 

issues that were not included in the questionnaire regarding the implementation. 

 

Since the items of the measurement tool used in the study were developed in line with 3 purposes, confirmatory 

factor analysis was applied to determine the extent to which the items measure these 3 objectives. The first factor, 

in which the items are grouped, is the satisfaction with the grading system, the second factor is the need for 

communication/help while using the system, and the third factor is the perceived importance of open-ended 

questions in open and distance learning. Since factor scores were thought to be correlated with each other, analyses 

were performed by allowing correlations between factors. Since the items were ordinally ranked, confirmatory 

factor analysis was applied using the diagonally-weighted least squares method (DWLS) and oblimin rotation. 

  

As a result of the confirmatory factor analysis, Chi-Square value was 153.796, degrees of freedom 101, RMSEA 

value was 0.056, SRMR value was 0.110, CFI value was 0.95, NFI value was 0.87, TLI value was 0.94. When 

these fit indices were examined, it was seen that the 3-factor model has a good fit with the data (Kenny, 2020; Shi 

et al., 2019, Kline, 2016). The single-factor construction of the data was considered as an alternative model and 

tested against the 3-factor model. The RMSE value of this model was 0.081, the CFI value was 0.89, and the TLI 

value was 0.873. The difference between the chi-square values of the 3-factor model and the single-factor model 

(41.276, sd difference= 3) was significant in favor of the 3-factor model. The difference between the CFI values 

of the two models is larger than the 0.01 as suggested by Cheung and Rensvold (2002), in favor of the three-factor 

model. In line with these findings, it was decided that the scale measures three correlated dimensions: satisfaction 
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with the open-ended question system, the need for communication/help while using the system, and opinions on 

asking open-ended questions. Correlations between subscales were -0.326 between the first and second factors; 

0.597 between the first factor and the third factor; It was observed as -0.140 between the second factor and the 

third factor. All correlations are statistically significant at the 0.05 level. The omega reliability coefficients of 

factors were respectively 0.74, 0.58 and 0.52.  

 

All 169 instructors who participated in the open-ended question scoring process were contacted via e-mail and 

SMS, and the survey link and information letter were sent. The contribution of the study to the improvement of 

the system was mentioned in the information letter and it was stated that the participation was on a voluntary basis. 

The answers given to the measurement tool were collected between 14-20 February 2020. 

 

Analysis of Data 

Before the analyses data were checked in terms of normality and outliers. 14 outliers in the 2nd factor and 6 outliers 

were detected in the 3rd factor scores. All analyses were repeated by removing these extreme values from the 

analyses and by not removing them, and it was decided to use complete data as it was seen that extreme values did 

not change the results. Data were not normally distributed in most of the subgroups before and after removal of 

outliers. Normality tests were given before the corresponding analysis below. 

 

Since the subscale scores were not normally distributed, Wilcoxon signed test was used to find an answer to the 

1st question. Mann-Whitney test was used to find an answer to the 2nd and 3rd questions. Kruskal-Wallis test was 

used to find an answer to the 4th questions of the study. 

 

In general, item level analysis results are not necessary but in order to inform readers about items, chi-square 

independence test was applied to each item to determine whether there is a significant independence between the 

agreeing/disagreeing level and gender, course type and academic title. 

 

FINDINGS 

In order to answer the first question, the midpoint scores (midpoint of possible min and max scores of subscales) 

of subscales were used as average satisfaction, need and perceived importance levels. Midpoints as average values 

frequently used as a cut-off point (Zheng et al., 2011; McDonald et al., 2014). Each subscale has its own score 

range and midpoint. Since subscale scores were not normally distributed (Shapiro-Wilkfactor1=0.937, n=169; 

p<0.05; Shapiro-Wilkfactor2=0.757, n=169, p<0.05, Shapiro-Wilkfactor3=0.968, n=169; p<0.05), one sample 

Wilcoxon signed test was used to test whether median subscale levels differs than average subscale value (Table 

2). 

 

Table 2. Wilcoxon Test Results 

 Value Sig. Rank-biserial r 

Satisfaction with the grading system 14365.00

0 

< .001

* 
    1.00 

Average satisfaction level =15, =33.207, median=33 (min=24, max=37) 

Need for communication/assistance while using the system 
2268.000 

< .001

* 
   - 0.684 

Average need level =1.5, =0.757, median=0 (min=0, max=3) 

The importance of open-ended questions 10314.50

0 

< .001

* 
    0.822 

Average importance level =12, =14.053, median=14 (min=7, max=20) 

*p<0,01 

 

When Table 2 is examined, it is seen that the participant's satisfaction with the "grading system" (median=33) is 

significantly higher than the average satisfaction level (midpoint = 15; W=14365, p<0,05). The 

communication/help needs of the participants (median = 0) while using the system were significantly lower than 

the median need level of 1.5 (midpoint = 1.5; W=2268). The participants' median scores (12) on the perceived 

importance of open-ended questions in open and distance learning were significantly higher than the average 

perceived importance level (midpoint = 12; W=10314.5). All comparisons have significantly high rank biserial 

correlation-based effect sizes. 

 

In order to answer the second question, score distributions of gender groups were examined and not found normal. 

Normality test results and descriptive statistics given below in Table 3.  

 

Table 3. Normality Tests and Descriptive Statistics Table For Gender 



 
TOJET: The Turkish Online Journal of Educational Technology – October 2023, volume 22 Issue 4  

 

Copyright © The Turkish Online Journal of Educational Technology 

68 

 
 Group N Median Shapiro-

Wilk 

p Min Max 

Satisfaction with the 

grading system 

Women 98 34 0.927 < .001 24 37 

Men 71 33 0.94 0.002 25 37 

Need for 

communication/assistanc

e while using the system 

Women 98 1 0.774 < .001 0 3 

Men 71 0 0.725 < .001 0 3 

Importance of open-

ended questions 

Women 98 14 0.964 0.009 8 18 

Men 71 14 0.95 0.006 7 20 

 

As can be seen in Table 3 none of the distributions were normal. In order to test whether the mean rank values of 

subscale scores differ significantly across gender groups, Mann-Whitney test was applied. The results are given in 

Table 4. 

 

Table 4. Mann-Whitney Test Results for Gender 

Subscale Group Mean rank W P 

Satisfaction with the grading system Women 87.13 3270 0.504 

Men 82.06     

Need for communication/assistance while using the 

system 

Women 89.09 3078.5 0.164 

Men 79.36     

Importance of open-ended questions Women 89.23 3779.5 0.335 

Men 81.94     

Mann-Whitney test indicated that satisfaction with the grading system, need for communication while using the 

system and perceived importance of open-ended questions was not significantly higher in any gender. The results 

indicated that graders from each gender have the same satisfaction with the grading system, require the same need 

for communication while grading and give the same importance to the open-ended questions. As previously shown, 

graders' median scores were higher than the average score in each sub dimension. Therefore, it can be concluded 

that graders of both genders have high scores in each sub dimension. 

 

In order to answer the third question, score distributions of course groups were examined and not found normal. 

Normality test results and descriptive statistics given below in Table 5.  

 

Table 5. Normality Tests and Descriptive Statistics Table For Courses 

Subscale Group N Median Shapiro-

Wilk 

p Min Max 

Satisfaction with the grading 

system 

Numeric 20 33 0.910 0.065 25 37 

Verbal 149 34 0.939 < .001 24 37 

Need for communication / 

assistance while using the 

system 

Numeric 20 0 0.626 < .001 0 1 

Verbal 149 1 0.767 < .001 0 3 

Importance of open-ended 

questions 

Numeric 20 13 0.930 0.152 8 20 

Verbal 149 14 0.966 0.006 7 20 
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Normality tests showed that only numeric class graders' scores are normal in the first and the last dimension. All 

other groups' score distributions are not normal. In order to test whether the mean rank values of graders' subscale 

scores differ significantly across verbal and numeric course type Mann-Whitney test was applied. The results are 

given in Table 6. 

 

Table 6. Mann-Whitney Test Results for Course Type 

Subscale Group Mean rank W p 

Satisfaction with the grading system Numeric 80.73 1404.5 0.677 

Verbal 85.57     

Need for communication/assistance while using the 

system 

Numeric 71.10 1212 0.140 

Verbal 86.87     

Importance of open-ended questions Numeric 54.10 872 0.002 

Verbal 89.15     

 

Mann-Whitney test indicated that mean rank values of satisfaction with the grading system and need for 

communication while using the system was not significantly higher in any course type. On the contrary there is a 

significant difference between mean rank values of grading course type (W=872, p<0.05). Graders’ who were 

grading numeric courses have higher mean rank values than those grading verbal courses which means verbal 

course graders give more importance to open ended questions than numeric course graders. 

In order to answer the fourth question, score distributions of groups based on academic title were examined and 

not found normal. Normality test results and descriptive statistics given below in Table 7.  

 

Table 7. Normality Tests and Descriptive Statistics Table For Courses 

Subscale Group N Median Shapiro-

Wilk 

p Min Max 

Satisfaction with the grading 

system 

Lecturer 26 34 0.915 0.035 28 37 

Res. Asst. 56 33 0.935 0.003 26 37 

Asst. Prof 45 34 0.944 0.029 27 37 

Assoc. Prof 29 33 0.925 0.041 25 37 

Prof 13 30 0.911 0.188 24 37 

Need for communication / 

assistance while using the 

system 

Lecturer 26 0 0.807 < .001 0 3 

Res. Asst. 56 0 0.785 < .001 0 3 

Asst. Prof 45 0 0.751 < .001 0 3 

Assoc. Prof 29 0 0.632 < .001 0 2 

Prof 13 0 0.662 < .001 0 3 

Importance of open-ended 

questions 

Lecturer 26 8 0.883 0.007 8 17 

Res. Asst. 56 9 0.920 0.001 9 20 

Asst. Prof 45 8 0.958 0.104 8 20 

Assoc. Prof 29 7 0.955 0.242 7 18 

Prof 13 11 0.946 0.536 11 18 
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Normality tests showed that Prof’s scores are normally distributed in the first and the last dimension. In the last 

dimension Asst. Prof, Assoc. Prof and Prof groups have normal distributions. All other conditions have non-normal 

distribution. Therefore, Kruskal-Wallis test was used to compare mean ranks of subgroups in each dimension. The 

results are given in Table 8. 

 

Table 8. Kruskal-Wallis Test Results for Graders’ Title 

Subscale Group Mean 

rank 

H Df p 

Satisfaction with the grading system Lecturer 92.79 2.528 4 0.640 

Res. Asst. 87.62       

Asst. Prof 81.43       

Assoc. Prof 85.78       

Prof 68.77       

Need for communication/assistance while 

using the system 

Lecturer 91.13 5.708 4 0.222 

Res. Asst. 92.26       

Asst. Prof 84.40       

Assoc. Prof 69.67       

Prof 77.73       

Importance of open-ended questions Lecturer 77.94 3.455 4 0.485 

Res. Asst. 90.63       

Asst. Prof 90.68       

Assoc. Prof 75.48       

Prof 76.46       

 

Kruskal-Wallis test indicated that mean rank values of graders who had different academic titles had no significant 

difference for all of the subscales. In other words, each group which has a different academic title has the same 

mean rank score in each subscale. Therefore, it seems that the academic title of graders doesn’t change the mean 

rank values of the scores. Based on these results all graders from different academic levels have the same level of 

acceptance for open-ended questions and satisfaction with the grading system. 

  

As mentioned before item level analysis results are not necessary but in order to inform readers about items, chi-

square independence test was applied to all items using gender, course type and academic title. Likert type item 

structure recoded as agree and not agree. For this purpose, item scores including 1, 2 and 3 were coded as disagree, 

4 and 5 were recoded as agree. Gender, course type and academic title were used as is. Results are given below in 

Table 9. 

 

Table 9. Item Level Chi-Square Independence Test 

Statements Gender Academic Title Type of Class 

  X2 (df-p) X2 (df-p) X2 (df-p) 

Before I started scoring open-ended 

questions, I had enough information 

about the scoring process. 

1.02 (4-0.600) 6.55 (36-0.886) 1.26 (4-0.533) 

I find it necessary to implement open- 0.287 (4-0.991) 36.6 (36-0.048)* 8.81 (4-0.066) 
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ended questions. 

I think that students get more points 

from open-ended questions than they 

deserve. 

6.31 (4-0.177) 23.8 (36-0.476) 6.54 (4-0.162) 

I think that open-ended questions 

measure students' knowledge better 

than multiple-choice questions. 

6.05 (4-0.196) 22.6 (36-0.544) 6.48 (4-0.166) 

In the answers of the students, I 

encountered original/different answers 

that could be added to the answer key. 

1.15 (4-0.885) 16.1 (36-0.883) 10.6 (4-0.03)* 

I think that saving as a draft in scoring 

contributes positively to the scoring 

process. 

5.27 (4-0.261) 26.0 (36-0.355) 5.60 (4-0.231) 

I could easily access the papers assigned 

in the open-ended question scoring 

software. 

5.14 (4-0.162) 28.0 (36-0.063) 5.25 (4-0.154) 

I was able to evaluate the questions 

easily in the open-ended question 

scoring software. 

3.53 (4-0.316) 10.4 (36-0.918) 0.889 (4-0.828) 

I think the paper assignment process is 

done in appropriate periods. 

2.93 (4-0.570) 17.5 (36-0.827) 2.71 (4-0.607) 

I found the open-ended question 

scoring software useful. 

4.47 (4-0.346) 24.9 (36-0.411) 0.742 (4-0.946) 

With the open-ended question scoring 

software, I was able to follow the system 

instantly through informative SMS/e-

mail throughout the process. 

0.824 (4-0.672) 15.9 (36-0.198) 0.512 (4-0.774) 

The time given for scoring the open-

ended questions was sufficient. 

0.01 (1-0.993) 16.9 (6-0.010) * 0.071 (1-0.790) 

Did you feel the need to communicate 

with other graders while scoring open-

ended questions? 

1.20 (1-0.273) 12.0 (6-0.061) 3.25 (1-0.07) 

Did you feel the need to communicate 

with the referee while scoring open-

ended questions? 

0.352 (1-0.553) 4.13 (6-0.659) 0.014 (1-0.906) 

Did you feel the need to communicate 

with the coordinator while scoring 

open-ended questions? 

1.27 (1-0.260) 3.13 (6-0.793) 3.33 (1-0.068) 

Did you find the open-ended question 

grading guide video helpful? 

0.087 (1-0.768) 10.10 (6-0.12) 2.76 (1-0.096) 

*p<0.05 

 

As can be seen in Table 9, three of the items have significant dependence. Most of the items has no significant 

dependency with gender, course type or academic title.  

 

CONCLUSIONS 

When the findings were evaluated, it was seen that the need for communication/help while using the system were 
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lower than the average need. This result can be attributed to graders not needing help before, during, and after the 

scoring process. In this context, it can be said that the OEQG system responds to the needs of the graders. On the 

other hand, it was observed that the graders' satisfaction levels were high regarding the satisfaction with the grading 

system and the importance of open-ended questions in open and distance learning. Alkan (2013) stated that 

intelligibility is provided more easily with open-ended questions, they focus on their ability to use logic and 

knowledge, and their success levels are revealed better than multiple-choice questions. On the other hand, since 

the answers to open-ended questions will show individual differences due to their perspectives, scoring methods 

and reliability of scoring are very important. In the related literature, the most important problem in the use of 

open-ended items is the inability to score objectively (Romagnano, 2001). 

  

Each learner's answer sheet was evaluated by at least two graders to provide objective scoring in the OEQG system, 

which is the subject of this study. If the difference between the two scores is large, the answer sheet was sent to a 

referee for further evaluation. Ebel (1951) stated that the use of more than one grader in the grading process of 

tests consisting of open-ended questions and the means of the scores given by different graders are necessary to 

obtain reliable results regarding the success levels of learners. Güler et al. (2015) stated that correlations between 

graders greater than 0.70 reflect a high level and positive relationship. Turgut & Baykul (2012) stated that at least 

two and at most five people should be assigned as graders in open-ended questions, and increasing the number of 

graders would not provide a significant increase in the reliability of the scoring. 

  

Dubrovich (2002) stated that there should be consistency among the graders and that the graders should be trained 

in scoring beforehand to ensure reliability. He emphasized that the preparation of scoring instructions (rubrics, 

checklists, etc.) for the feature to be measured to increase reliability would increase the consistency among the 

graders. In this study, rubrics for each lesson were prepared and a reliable scoring was ensured. All papers are 

shown to the scorers before the assignment. In this way, the rubrics are organized by examining the answers given 

by the students by the graders.  On the other hand, studies are showing that rubrics are insufficient to eliminate 

grader effects such as grader strictness/generosity (Alharby, 2006). In addition to the scorer effect, the differences 

in course types may also be an important factor in the emergence of this situation. Interaction between grader and 

criterion may cause inconsistency between graders (Bıkmaz Bilgen & Doğan, 2017). 

 

It has been emphasized in some studies that graders can be objective or biased (Köse et al., 2016; Yüzak et al., 

2015). Çetin (2019) stated that although the scoring criteria were determined before the scoring process, there were 

differences in the scoring process among the graders, and suggested that the Multi-Faceted Rasch measurement 

model be used effectively in the exam gradings in higher education to solve this problem. The graders' satisfaction 

with each sub-dimension does not differ according to gender, academic titles, and the type of course they grade. 

In other words, the satisfaction levels of the graders are similar in terms of gender, course type, and titles. The 

participants of the study suggest that open-ended questions are important in distance education and that the 

implementation should be expanded with more courses. Providing the necessary training to the coordinators, 

graders, referees, and observers who will take part in the dissemination process is seen as one of the important 

activities in increasing the efficiency of the implementation. 

 

On the other hand, it is thought that it is useful to employ different measurement tools such as open-ended 

questions, homework / projects, portfolios in order to measure the achievements of open and distance learners at 

the upper cognitive level included in the Bloom’s Taxonomy. The fact that decision makers in open and distance 

learning focus on this issue will increase the quality of assessment practices. 

 

It is considered that it would be beneficial to design and implement similar systems, which are the subject of this 

study, so that education is not interrupted by measuring high-level achievements in extraordinary situations such 

as COVID-19 pandemic, energy crisis, natural disasters. 
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