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Abstract 

The integration of Augmented Reality (AR) and Artificial Intelligence (AI) is a growing subject in the 

technological field, especially when applied to benefit assembly tasks. This paper presents a Systematic Literature 

Review to explore the benefits, challenges, methods and tools in the utilization of AR and AI to assembly tasks 

applications. The study selected 27 relevant publications from the period between 2019 and January 2025 to 

identify strategies reported in the literature to implement AR and AI to a ssembly processes. The results show that 

the integration of these technologies was used mainly in the sectors of industry and manufacturing and the AI was 

employed mostly to object detection through deep learning models. This review highlights the possibil ity of 

utilization of integrating AR and AI for a diversity of fields and the necessity to implement automatic real time 

fault detection for error minimization and productivity enhancement.  
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Introduction 

Despite technological advances throughout the time, such as machinery and digital manuals, instead of printed 

ones, the human force is still needed in many factories. Although necessary, human involvement in the process of 

assembly strongly influences several factors such as feasibility, working comfort, financial costs, operation safety 

and product quality (Santhi et al., 2015).  

 

The incidence of human errors is mostly related to workplace conditions, environment and equipment (Saptari; Jia 

Xin Leau; Mohamad, 2015). The human limitations, such as cognitive load and fatigue, can impact performance, 

demanding technological assistance to improve efficiency, reduce mental strain and minimize errors (Stork; 

Schubö, 2010). Considering the increase of complexity in assembly processes, rise of decision-making challenges 

and product quality problem possibility, it is necessary to implement measures to optimize the assembly process 

such as immersive technologies that innovate assemblies and mitigate the mentioned risks (Panagou et al., 2023). 

This article provides a comprehensive Systematic Literature Review (SLR) and a discussion on adopted strategies 

reported in the literature for the integration of Augmented Reality (AR) and Artificial Intelligence (AI) applied to 

assembly tasks. For this purpose, the key questions that motivated this research were: (i) What was the main 

purpose of using AI? (ii) Which AI models were used the most? (iii) Which software and hardware were most 

used? (iv) How can AR and AI solutions be adapted to different assembly scenarios? (v) What were the common 

challenges and limitations in implementing AR and AI in assembly processes? (vi) What were the 

recommendations for future research or development in the application of AR and AI in assembly processes? This 

paper addresses techniques developed for this niche, presents recent trends and advancements in the field, and 

provides a comprehensive overview of contributions already made by the academic community. Further 

exploration into this subject can benefit AR projects aiming to adopt AI for assembly processes, given the potential 

that this association must facilitate these processes. 

 

Augmented Reality integrated with Artificial Intelligence 

The concept of AI can be defined as a subfield of computer science focused in enabling computers for human -

performed tasks like interpretation, learning, knowledge representation, problem-solving, among others (Zhang et 

al., 2021). With the advancement of AI, more specialized approaches have emerged, such as machine learning, a 

subset of AI (Pradhan; Dinesh Kumar, 2019), and deep learning, a type of machine learning (Sasikala et al., 2021). 

Machine learning carries out knowledge acquisition through experience and improves its performance throughout 
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the process (Sasikala et al., 2021). Within machine learning, deep learning stands out, as a branch of machine 

learning, assists computers learn from extensive amounts of information for tasks like image and speech 

recognition and object detection (Soori; Arezoo; Dastres, 2023). 

 

AR can benefit from AI by implementing data interpretation (Uma, 2019), real-time feedback (Naqvi et al., 2024), 

object, voice and gesture recognition, environmental understanding, input data delivery (Ştefan et al., 2023), 

personalization and major interactivity (Lampropoulos, 2025). Due to these attributes, this integration can be 

applied to a variety of specific sectors such as training and education for healthcare professionals (Battineni et al., 

2024), pharmacy (Roosan, 2023) and general medical applications (Naqvi et al., 2024; Okeh, 2024). 

 

The most frequent object detection techniques identified in this systematic review can be categorized into classical 

computer vision, ensemble learning and deep learning approaches. Among the computer vision methods, it is worth 

mentioning the Scale Invariant Feature Transform (SIFT) as a technique that extracts distinctive features from 

images, making them invariant to scale changes and robust for object recognition (Lowe, 2004). ORB, an 

alternative to SIFT, is a binary descriptor that is rotation-invariant and highly efficient, making it suitable for real-

time applications such as object detection on mobile devices  (Rublee et al., 2011). The RANSAC algorithm is 

another technique used in object detection, particularly for geometric shape recognition, as it effectively eliminates 

outliers and fits models with minimal data (Jenkins; Goodwin; Talafha, 2024) 

 

Ensemble learning is another method used to enhance object detection accuracy by combining multiple models 

integrating multiple base learners to improve performance capabilities. The main goal behind ensemble learning 

is recognizing that individual models have inherent limitations and can promote errors; thus, by leveraging multiple 

models, the approach achieves better classification performance and robustness  (Mienye; Sun, 2022).  

 

Deep learning-based object detection models, particularly those leveraging convolutional neural networks (CNNs), 

have transformed the field. CNNs are extensively used for processing and analyzing images, playing a vital role in 

object detection (Object Detection Using Deep Learning, CNNs and Vision Transformers: A Review). You Only 

Look Once (YOLO) is a real-time object detection framework derived from CNN (Carcellar; Tychuaco; Yumang, 

2024) that trains using complete images and optimizes detection performance in a simple and fast way (Redmon 

et al., 2016). Region-based CNN (R-CNN) increases accuracy by applying a deep network to classify object 

proposals(Girshick, 2015). CenterNet proposes a low-cost solution that focuses on the geometric center of objects 

(Duan et al., 2019), while RetinaNet is a single-stage detector that uses deep CNNs to strengthen detection 

performance (Afif et al., 2020). 

 

Modern advancements present Vision Transformer (ViT), a flexible, sequence-based approach, with big efficiency 

in handling a variety of input resolutions and ability to capture long-range dependencies and global context through 

self-attention mechanisms, being superior to the already consolidated CNNs (Elharrouss et al., 2025). Additionally, 

recurrent neural networks (RNNs) and variants, such as bidirectional long short -term memory (BiLSTM), have 

been investigated for object detection for its ability to model sequential dependencies, initially applied in text 

processing but with emerging uses in visual tasks (G. Liu & Guo, 2019). Finally, there are other advancements 

like deep neural networks (DNNs), known for their depth and width, have demonstrated strong performance across 

different datasets (Ciresan; Meier; Schmidhuber, 2012) and Spatio-Temporal Prompting Network (STPN), 

particularly useful in video-based object detection (Sun et al., 2023). 

 

Methodology 

The present SLR was carried out based on the PRISMA protocols (Tricco et al., 2018). The following databases 

were selected to perform the search, due to their importance within the research field: Engineering Village, Web 

of Science and Scopus. The search terms were segmented into three categories, Figure 1. To compose the search 

strings, the Boolean operators “AND” between categories and “OR”  between terms were used (Fig. 1). The 

database search was based on journal articles that contained the selected strings within the title, abstract or 

keywords, in English. The selected timeframe was between January 2019 and January 2025, aiming to evaluate 

what is most up to date in this research area.  
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Figure 1. Selection of search strings 

 

Inclusion and exclusion criteria 

Inclusion and exclusion criteria were defined to help restrict the search to publications that addressed the subject 

in question. Among the inclusion criteria, the presentation of a case study dealing with AR associated with AI for 

assembly tasks and the descriptions of application development.  

 

Exclusion criteria aimed to eliminate:  

(i) literature review articles, to avoid duplicating or overlapping results; 

(ii) off-topic articles; 

(iii) articles that do not approach assembly tasks case studies, aiming specifically practical solutions; 

(iv) articles that used human-robot collaboration, since including studies involving human-robot 

collaboration would introduce variables related to robotic assistance, which fall outside the scope of 

this research.  

 

From the 192 publications obtained from the Scopus (41), Web of Science (86) and Engineering Village (65) 

databases, a final number of 27 publications was reached after applying the inclusion and exclusion criteria  (Fig. 

2). Initially, 88 duplicate articles were removed. Subsequently, it was observed that some articles lacked the search 

strings in the title, abstract, or keywords. This occurred because Web of Science include additional keywords in 

the automated search, such as Keyword Plus, which are generated by the Clarivate algorithm to expand search 

possibilities for articles (Clarivate Support, 2025). Through manual verification of the search strings, it was found 

that 52 articles did not meet the established criteria. It is worth noting that these articles, in addition to lacking the 

search strings, were found to be irrelevant to the topic upon reviewing their abstracts. All 27 resulting articles were 

successfully retrieved from the mentioned sources. 
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Figure 2. PRISMA flow diagram of this SLR 

 

Furthermore, four articles were excluded as they did not align with the objectives  of this study, focusing instead 

on topics from unrelated scientific domains, including neurology (Qin; Bulbul, 2023), livestock (Arıkan et al., 

2023), labor law (Jain, 2019), and biomedicine (Mertz, 2023).   

 

The articles which have already conducted a literature review were excluded, as the objective is to analyze the 

adopted strategies in articles presenting a case study using AR and AI applied to assembly tasks. The focus of this 

SLR is the identification, classification and of tools and methods used in the implementation of AR and AI in 

assembly tasks, in addition to providing an update of the period considered . It is pertinent to mention the generality 

of the assembly tasks addressed in this work, in contrast to the specific sectors such as construction (Hajirasouli et 

al., 2022), manufacture (Sahu; Young; Rai, 2021; Szajna; Kostrzewski, 2022; Lăzăroiu et al., 2024)  and industry 

(Devagiri et al., 2022). These articles were excluded from this analysis also to avoid duplicating or overlapping 

results. 

 

Six articles did not approach assembly tasks in the study (Azzam et al., 2023; Du; Kong; Zhao, 2023; Liu; Zhang; 

Gowda, 2023; Luo et al., 2024; Ma et al., 2024; Yue et al., 2024)  and for this reason, they were excluded. Ten 

articles employed human-robot collaboration (Mueller et al., 2019; Wang et al., 2019; Dimitropoulos et al., 2021; 

ZHAO et al., 2021; Chu; Liu, 2023; Zhang et al., 2023a; Li et al., 2024a; Tolenov; Omarov, 2024; Xie et al., 2024; 

Zheng et al., 2024). They were excluded to ensure that the analysis remains focused on understanding the direct 

impact of AI and AR on human-performed tasks without confounding factors introduced by robotic interaction or 

automation.  
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Bibliometric Analysis 

This section aims to analyze the bibliometric data related to the 27 resulting articles, summarized in Table 1.  

 

Table 1. Bibliometric analysis of the studied articles. 

RESEARCH YEAR JOURNAL NATIONALITY 

[69] 

2022 

INTERNATIONAL JOURNAL OF ADVANCED 

MANUFACTURING TECHNOLOGY Italy 

[70] 

2023 

INTERNATIONAL JOURNAL OF ADVANCED 

MANUFACTURING TECHNOLOGY China 

[71] 2020 SENSORS South Korea 

[72] 2024 BUILDINGS China 

[73] 2020 VIRTUAL REALITY AND INTELLIGENT HARDWARE China 

[74] 

2021 

IEEE TRANSACTIONS ON INSTRUMENTATION AND 

MEASUREMENT China 

[75] 2021 IEEE TRANSACTIONS ON INDUSTRIAL INFORMATICS China 

[76] 2019 SYMMETRY-BASEL Slovakia 

[77] 

2023 

ROBOTICS AND COMPUTER-INTEGRATED 

MANUFACTURING China 

[78] 2024 JOURNAL ON MULTIMODAL USER INTERFACES India 

[79] 2024 AUTOMATION IN CONSTRUCTION Australia 

[80] 

2024 

INTERNATIONAL JOURNAL OF HUMAN-COMPUTER 

INTERACTION Switzerland 

[81] 

2021 

JOURNAL OF AMBIENT INTELLIGENCE AND 

HUMANIZED COMPUTING Singapore 

[82] 2024 JOURNAL OF MANUFACTURING SYSTEMS China 

[83] 2023 ADVANCED ENGINEERING INFORMATICS China 

[84] 2022 APPLIED SCIENCES-BASEL Italy 

[85] 2024 ADVANCED ENGINEERING INFORMATICS Taiwan 

[86] 
2023 IEEE TRANSACTIONS ON INDUSTRIAL INFORMATICS China 

(Filipescu et al., 

2024) 2024 SENSORS Romania 

(Zhao et al., 2023) 
2023 EXPERT SYSTEMS WITH APPLICATIONS China 

(Zhao et al., 2022) 2022 MEASUREMENT SCIENCE AND TECHNOLOGY China 

(Cramer et al., 

2024) 2024 

INTERNATIONAL JOURNAL OF COMPUTER ASSISTED 

RADIOLOGY AND SURGERY Germany 

(Lai et al., 2020) 2020 JOURNAL OF MANUFACTURING SYSTEMS United States 

(Aiken et al., 2024) 
2024 IEEE ACCESS Canada 

(Geng et al., 2025) 2025 JOURNAL OF MANUFACTURING SYSTEMS China 

(Li; Chen, 2022) 
2022 FRONTIERS IN PSYCHOLOGY China 

(Grappiolo et al., 

2021b) 2021 

INTERNATIONAL JOURNAL OF ADVANCED 

MANUFACTURING TECHNOLOGY Netherlands 

 

In the final selection of 27 articles considered in this study, the 14 studies were found in all the three used databases 

(Fig. 3).  
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Figure 3. Articles found in each database 

 

The selected articles were published between 2019 and September 2024, with a noticeable increase in publications 

from 2020 onwards (Fig. 4). Although 2020 represented a record number of publications on the topic, with a 

decline occurring afterwards, the numbers observed in subsequent years are still significant and constant, indicating 

academic interest in the topic. 

 

 
Figure 4. Publications per year. 

 

The co-occurrence of keywords in the publications was analyzed using the VOSviewer tool. This analysis 

highlights the diverse range of approaches within the subject. This is illustrated by the scattered and weakly 

connected clusters, which are visualized in a word cloud. A total of 81 unique keywords were detected, considering 

author and index keywords.   

 

To achieve a more cohesive grouping of concepts and a clearer visualization , a grouping of the keywords in the 

bibliography for a word cloud was made. This aimed to reduce unnecessary variations of terms related to the same 

concept, such as "artificial vision" and "machine vision" transforming into "computer vision". Due to many 

variations of assembly, the specific terms for example "cable assembly", "assembly inspec tion", "assembly 

assistant”, among others, were summarized to "assembly". The same process was repeated to terms such as 

"augmented reality", "intelligent manufacturing", "neural networks" and "object detection". This process is useful 

to identify patterns and concentrate on key themes, preventing similar but slightly different terms from fragmenting 

the visualization. This process optimizes data representation and allows for a more straightforward and 

interpretable analysis (Table 2).  

 

Table 2. Original keywords used and generalized keywords 

Original keyword Generalized keyword 

AI 

AI surgery 
artificial intelligence 

Cable assembly  
assembly 

Assembly inspection 



 
TOJET: The Turkish Online Journal of Educational Technology – July 2025, volume 24 Issue 3  

 

Copyright © The Turkish Online Journal of Educational Technology 

39 

Assembly assistant 

Assembly guidance 

Co-assembly  

Assembly elements  

Civil aircraft assembly 

Mechanical assembly 

Assembly Sequence Planning  

Disassembly 

AR 

augmented reality Wearable Augmented Reality  

Augmented Reality marker 

Artificial vision  
computer vision 

Machine vision 

Intelligent manufacturing workcell Intelligent manufacturing 

Recurrent neural networks 

neural networks Convolutional neural networks 

Region-based Convolutional Neural Networks (R-CNN)  

Redundant objects detection object detection 

Education 4.0/5.0 Industry 4.0 

 

The network of connections was elaborated with the following parameters: the most frequent words are represented 

by larger circles and the number of connections is proportional to the line thickness  (Fig. 5). The most recurrent 

keywords were deep learning, with 13 occurrences, followed by “augmented reality” and “assembly”, both with 

11 occurrences.  

 
Figure 5. Keyword cloud. 

 

The proceedings that published the most articles in the field were from International Journal of Advanced 

Manufacturing Technology and Journal of Manufacturing Systems with 3 publications each, while the IEEE 

Transactions on Industrial Informatics, Advanced Engineering Informatics and Sensors had two publications each. 

The remaining articles were published only once in different venues (Fig. 6). 
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Figure 6. Publications per journal. 

 

In the nationality segmentation analysis (Fig. 7), the research institution of the first author of each article was 

considered. It is evident that China accounts more than half of the selected content for this study, with 12 out of 

27 articles. Following, Italy and Romania with two publications each. The analysis of publications per country 

serves as a geographic indication of locations where this has been more academically developed (Fig. 8). 

 

 
Figure 7. Publications per country. 

 
Figure 8. Locations of the publications reviewed. 
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Data classification 

Table 3 summarizes the main analyzed topics, highlighting the key analyzed categories and their corresponding 

attributes. This approach enables a structured understanding of the data and facilitates further exploration of the 

patterns identified within the study. 

 

Table 3. Data classification in each research. 

RESEARCH PURPOSE OF AI 

USAGE 

IA MODEL ASSEMBLY 

OBJECT 

SOFTWARE HARDWARE ERROR 

DETECTION 

(Generosi et 

al., 2022) 

body tracking CMU Deep 

Learning 

Model; Google 

Mediapipe 

Hand Tracking 

Model. 

manufacturing work 

operations 

- iPhone - 

(Zhang et 

al., 2023b) 

body tracking YOLO connectors of 

eletromechanical 

products 

Unreal 

Engine;  

- ✔ 

(Choi; Seo, 

2020) 

progress 

measurement 

BAGGING 

METHOD 

ship block - 
 

- 

(Dzeng; 

Cheng; 

Cheng, 

2024) 

quality inspection YOLO scaffolding Roboflow, 

Unity, 

Vuforia, 

MRTK 

Hololens ✔ 

(Zheng et 

al., 2020) 

object detection CNN aircraft cable - - - 

(Wang; Yan, 

2021) 

angle 

measurement; 

action recognition 

YOLO; 

FASTER R-

CNN; CNN 

complex screws with 

a screwdriver 

- web cameras ✔ 

(Li; Zheng; 

Zheng, 

2021) 

object detection RETINANET aviation connectors - HiAR G200 - 

(Zidek et al., 

2019) 

object recognition R-CNN standart parts (nuts, 

screws, washes) 

Blender Smartphone 

Samsung S7; 

Epson 

Moverio 

BT350 

- 

(Hu et al., 

2023) 

object recognition MASK R-

CNN 

cable brackets Vuforia Iphone - 

(Raj et al., 

2024) 

object detection; 

body tracking; 

quality inspection 

YOLO pneumatic cylinder Unity + 

MRTK + 

SolidWorks 

Hololens ✔ 

(Chen et al., 

2024) 

vision-language 

understanding and 

generation 

VIT construction 

scenarios 

Unity + C# 

Scripts;  

Hololens - 

(Seeliger; 

Weibel; 

Feuerriegel, 

2024) 

visual navigation 

prediction 

DNN indoor environments Unity + 

MRTK 

Hololens - 

(Ho et al., 

2021) 

progress 

measurement 

R-CNN hybrid medical 

device 

Unity; 

Vuforia 

Iphone7; 

Logitech 

cameras; 

Epson 

Moverio  

- 

(Li et al., 

2024b) 

object detection; 

quality inspection 

FCNs, YOLO Non specified Pytorch 

1.7.1; 

OpenCV 

4.5.1; 

Coin3D 

camera 

monocular 

- 
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RESEARCH PURPOSE OF AI 

USAGE 

IA MODEL ASSEMBLY 

OBJECT 

SOFTWARE HARDWARE ERROR 

DETECTION 

(Wang et al., 

2023) 

body tracking YOLO aircraft component 

exhaust vent 

Unity + 

MRTK 

Hololens/HTC 

Vive 

- 

(De Feudis 

et al., 2022) 

body tracking OPEN POSE; 

YOLO 

mechanical/industrial 

parts 

SPSS 

Software 

HTC Vive - 

(Chu; Chen; 

Chen, 2024) 

object recognition RANSAC flange (mechanical 

part) 

Apple ARKit iPhone 12. - 

[86] object detection CENTERNET, 

CNN 

reducer (mechanical 

part) 

- - - 

(Filipescu et 

al., 2024) 

 
STPN two workpieces, 

each consisting of 

five 

components (base, 

body, top and two 

cylinders) 

SCADA and 

SIEMENS 

Tia Portal; 

MatLab; 

OpenCV; 

Node-RED; 

VNC Viewer 

IFM Cameras 

3D O3R222 

- 

(Zhao et al., 

2023) 

object detection YOLO screwdriver, cable 

piler, connector, etc 

Unity, Visual 

Studio, 

MRTK, 

Open Neural 

Network 

Exchange 

Hololens - 

(Zhao et al., 

2022) 

object detection CENTERNET; 

YOLO 

aircraft parts - - - 

(Cramer et 

al., 2024) 

object recognition - surgical procedures - Microsoft 

HoloLens 2 

- 

(Lai et al., 

2020) 

object detection FASTER R-

CNN 

tools, allen key, drill, 

screwdriver 

Unity Logitech 

camera 

- 

(Aiken et al., 

2024) 

object detection YOLO; CNN hydraulic fracturing 

valve 

Blender-

Proc2 

Hololens; 

Matterport 

Pro 

- 

(Geng et al., 

2025) 

3d tracking, visual 

recognition, 

virtual-real 

matching, and rule 

reasoning are 

combined to 

complete, 

sequence, and 

locate the 

assembly targets 

Deep Learning 

Recognition 

Model 

complex electrical 

connectors 

OpenIAI, 

using 

OpenCV, 

Unity, and 

Visual 

Studio 

Custom made 

portable 

integrated 

desktop AR 

hardware 

named SNIO 

(Smart Nav- 

igator of 

Industrial 

Operations) 

- 

(Li; Chen, 

2022) 

object detection Oriented 

FAST and 

Rotated 

BRIEF (ORB) 

spindle Vuforia Hololens - 

(Grappiolo 

et al., 

2021b) 

progress 

measurement 

RETINA NET lumminaire  Freecad; 

Unity 

Logitech 

camera 

- 
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DISCUSSION 

This section aims to focus on answering the questions established in the introduction based on the information 

acquired through the SLR. 

 

What is the purpose of using AI? 

Among the applications reported in the reviewed articles, it was possible to identify several uses for AI with a 

primary focus on object detection and recognition. Many studies implemented AI-driven object detection to 

identify components and parts during assembly processes (Lai et al., 2020; Zheng et al., 2020; Li; Zheng; Zheng, 

2021; Zhao et al., 2022; Li et al., 2023; Aiken et al., 2024). Additionally, object recognition is employed to 

distinguish between different parts and tools, improving efficiency in assembly operations (Zidek et al., 2019; Hu 

et al., 2023; Chu; Chen; Chen, 2024; Cramer et al., 2024).  

 

These applications allow AR systems to provide real-time guidance and error detection, ensuring accuracy and 

reducing the risk of assembly errors. The distinction between object detection and object recognition was 

identified. This separation is important in this analysis since the recognition of objects includes the classification 

of these objects based on their features and the detection is a task that consists of locating and identifying the 

objects within an image (Wang, 2016). 

 

Beyond object detection, many articles focus on other uses for AI, such as tracking and measuring assembly 

progress through AI techniques. Body tracking is commonly used to observe assembler movements, enhancing 

ergonomics and task performance in assembly environments [69], [70], [78], [83], [84].  

 

Progress measurement, which monitors the stages of assembly tasks, is also a crucial AI use (Choi; Seo, 2020; 

Grappiolo et al., 2021a; Ho et al., 2021). Additionally, AI-driven angle measurement and action recognition can 

give precise feedback on task execution, improving the accuracy and efficiency of manual assembly processes 

[74], ensuring that assembly tasks are performed in a correct and optimized way. 

 

Some studies have explored AI applications in more functionalities, such as quality inspection, utilized in the 

identification of errors and ensure compliance with assembly standards [72], [78], [82]. Other studies also explored 

the role of AI in vision-language understanding for human-machine interaction [79] and visual navigation 

prediction for guiding assembly in complex environments [80]. Additionally, some researchers integrated AI-

driven techniques like 3D tracking, virtual-real matching, rule reasoning, and target location to enhance precision 

in assembly tasks (Geng et al., 2025) (Fig. 9). 

 

 
Figure 9. Purposes for AI usage. 

 

Error analysis appears in many of the articles, often conducted by the researchers on the collected data to assess 

precision in the applications (Lai et al., 2020; Li et al., 2023, 2024b; Zhao et al., 2023). But one step ahead in the 

integration of AR and AI is the automation of the error detection, providing instant feedback for the assembler. 

This feature is observed in 4 of the 27 articles (Wang; Yan, 2021; Zhang et al., 2023b; Dzeng; Cheng; Cheng, 

2024; Raj et al., 2024). They presented different approaches to automating error detection in assembly processes, 

leveraging advanced AI techniques and real-time monitoring systems. 

 

 (Zhang et al., 2023b) developed a two-stage assembly posture detection method that calculates matching errors 

for rotational and translational movements. Rotational errors are based on orientation discrepancies from rotation 

matrices, while translational errors use the intersection rate between bounding boxes estimated by the YOLO-6D 

network and virtual guidance models.  
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(Dzeng; Cheng; Cheng, 2024) trained a deep machine learning model with real images to automatically recognize 

deficiencies in scaffoldings, such as missing crosstie rods, lower-tie rods, and footboards. Their dataset included 

4,240 images for training and over 1,000 for validation and testing, ensuring robust error detection.  

 

(Wang; Yan, 2021) introduced a real-time angle-monitoring system for GPU assembly, designed to detect and 

warn operators of improper fastening angles with electric screwdrivers. The system prevents unacceptable quality 

errors by providing immediate feedback to the operator when deviations occur.  

 

(Raj et al., 2024)  implemented a fault detection algorithm integrated with HoloLens2, which uses hand-tracking 

capabilities to ensure all assembly steps are completed correctly based on the position of components, the user's 

thumb and index finger positions, and the distance between them, tailored to specific object sizes. 

 

An analysis of the applications identified reveals diverse purposes for the implementation of AI in this context 

including object detection and recognition, body tracking, quality inspection, and fault detection. These 

automations optimize workflows by reducing errors, minimizing assembly time, and assisting users in the mistakes 

identification and recovery once they make a mistake. Collectively, these advantages contribute to the overall 

improvement of product quality. 

 

Which AI models were used?  

The analyzed studies utilized a variety of AI models, with object detection being the most prevalent, highlighting 

the CNN and its derivate YOLO. YOLO was majorly chosen due to its high-speed real-time detection capabilities 

for identifying assembly parts (Wang; Yan, 2021; De Feudis et al., 2022; Zhao et al., 2022, 2023; Wang et al., 

2023; Zhang et al., 2023b; Aiken et al., 2024; Dzeng; Cheng; Cheng, 2024; Li et al., 2024b; Raj et al., 2024) 

Several studies implemented CNNs, a consolidated model for object detection and recognition, uniquely (Zheng 

et al., 2020) and integrated with other models as Faster R-CNN (Wang; Yan, 2021), CenterNet (Li et al., 2023) 

and YOLO (Aiken et al., 2024) for improved image processing. 

 

More specialized deep learning architectures were utilized for distinct purposes, beyond object detection and 

recognition; for example, Fully Convolutional Networks (FCNs) are applied for semantic segmentation (Li et al., 

2024b), and ViT are employed for vision-language understanding (Chen et al., 2024). These deep learning models 

benefit AR applications by providing more detail to the object recognition task and contextual understanding for 

assembly processes. 

 

Variations of R-CNN and its derivatives were consistently utilized for object detection and segmentation tasks, 

such as Faster R-CNN, which improves detection speed (Lai et al., 2020; Wang; Yan, 2021), and Mask R-CNN, 

which adds instance segmentation capabilities (Hu et al., 2023). Other studies used RetinaNet, known for its ability 

to handle class imbalance through focal loss, for precise object detection (Grappiolo et al., 2021a; Li; Zheng; 

Zheng, 2021). 

 

Beyond the deep learning architectures, a variety of works focused on body and pose tracking models, which are 

crucial for tracking worker movements and offering real-time feedback such as Google Mediapipe Hand Tracking 

and CMU Deep Learning Models were used for hand and body pose detection (Generosi et al., 2022). Similarly, 

OpenPose, which detects human body joints, is employed for body tracking in industrial assembly scenarios (De 

Feudis et al., 2022). Additionally, DNNs are applied for visual navigation and movement prediction in complex 

environments (Seeliger; Weibel; Feuerriegel, 2024), ensuring enhancement in worker interaction with AR 

interfaces and guaranteeing correct assembly techniques. 

 

Other AI models emphasize geometric recognition and feature matching techniques such as RANSAC, applied for 

detecting geometric features (Chu; Chen; Chen, 2024) and ORB, applied for identifying objects from different 

angles (Li; Chen, 2022). STPN were also used for analysis of sequential assembly processes and progress tracking 

(Filipescu et al., 2024).   

 

Apart from neural networks, ensemble learning was utilized by Choi & Seo (Choi; Seo, 2020) applying bagging 

and boosting methods to improve model accuracy and robustness. Moreover, a deep learning recognition model 

integrating multiple recognition techniques is employed for complex component identification by (Geng et al., 

2025) in a custom implementation. 

 

Considering the diverse AI techniques, a classification of the AI models utilized in the analyzed articles was 

developed (Fig. 10). This classification aims to enhance the understanding of the strategies employed in each study 

to integrate AI and AR for assembly tasks. Notably, YOLO emerged as the most frequently used model. 
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Figure 10. AI models identified in the studies. 

 

AI models such as YOLO, CNNs, Mask R-CNN, ViT, and Faster R-CNN were employed in the studied assembly 

tasks, each catering to specific technical needs and specific purposes. YOLO is the most popular choice for real-

time object detection, due to its speed and accuracy, making it ideal for identifying and locating assembly 

components. The CNNs were widely used for analyzing visual information, especially in object recognition and 

defect detection, as a model that covers not just the aforementioned YOLO but the other used models. Mask R-

CNN and RetinaNet provided for the experimental studies in question precise segmentation and pixel-level 

accuracy, crucial for tasks requiring detailed component analysis. 

 

It can be inferred that modern approaches like ViT are suitable for complex assembly scenarios, although they still 

do not represent an option that has been so widely implemented in studies over the last 6 years. Alternative methods 

such as OpenPose enable human pose estimation, enhancing safety and ergonomics during assembly but serves 

for more limited, serving specific analyses rather than comprehensive assembly task evaluation. 

 

Which software and hardware were most used?  

The reviewed studies utilized a range of software, with Unity being the most frequently used AR development 

engine, often combined with the Mixed Reality Toolkit (MRTK) for development of immersive AR environments 

(Wang et al., 2023; Zhao et al., 2023; Dzeng; Cheng; Cheng, 2024; Raj et al., 2024; Seeliger; Weibel; Feuerriegel, 

2024). Many studies also employed Vuforia, a well-known AR Software Development Kit (SDK) associated to 

the aforementioned Unity (Ho et al., 2021; Li; Chen, 2022; Hu et al., 2023). Additionally, Unreal Engine was used 

for AR simulations by L. Zhang et al., (2023), while Apple ARKit was chosen for iOS-based AR applications by 

Chu et al., (2024).  

 

Considering the focus of this analysis in the integration of AR and AI, many studies employed software for 

computer vision and AI model integration such as OpenCV, an open-source computer vision library, used for 
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image processing and object detection (Filipescu et al., 2024; Li et al., 2024b; Geng et al., 2025). Microsoft Visual 

Studio was also utilized for development environment for scripting and integrating AR with AI (Zhao et al., 2023; 

Chen et al., 2024; Geng et al., 2025). Additionally, Roboflow, a platform for computer vision dataset management, 

was employed for object detection models training (Dzeng; Cheng; Cheng, 2024).  

 

Some studies also incorporate tools such as Blender and Blender-Proc2, frequently used for the development of 

3D models for AR simulations (Zidek et al., 2019; Aiken et al., 2024), as well as SolidWorks (Raj et al., 2024) and 

FreeCAD (Grappiolo et al., 2021a), which were employed for generating 3D models used in AR assembly tutorials. 

In industrial settings, SCADA and SIEMENS TIA Portal were implemented for real-time monitoring and control 

of systems (Filipescu et al., 2024). Additionally, a statistical analysis software, SPSS, was applied for evaluating 

experimental results (De Feudis et al., 2022).  

 

A diversity of hardware devices were highlighted in this review, with Head Mounted Displays (HMDs) being the 

most prominent for immersive experiences with Microsoft HoloLens being the most repeatedly used headset, 

appearing in 8 out of the total of 27 studies (Li; Chen, 2022; Zhao et al., 2023; Aiken et al., 2024; Chen et al., 

2024; Cramer et al., 2024; Dzeng; Cheng; Cheng, 2024; Raj et al., 2024; Seeliger; Weibel; Feuerriegel, 2024). 

Additionally, HTC Vive, another commercial HMD for mixed reality experiences, was used by De Feudis et al., 

(2022) and Z. Wang et al., (2023). Some studies employed specialized AR glasses, such as HiAR G200 (Li; Zheng; 

Zheng, 2021) and Epson Moverio BT350 (Zidek et al., 2019; Ho et al., 2021).  

 

Smartphones and cameras were also common categories of hardware for image capturing and processing. iPhones 

(Ho et al., 2021; Chu; Chen; Chen, 2024) and other unspecified smartphones (Generosi et al., 2022; Hu et al., 

2023), were frequently used due to their embedded camera, mobility, practicality and ARKit support, the latter 

being exclusive to iPhones. Logitech cameras were repeatedly used for monitoring and recording assembly 

processes (Lai et al., 2020; Grappiolo et al., 2021a; Ho et al., 2021). Other non-specified webcams were used 

(Wang; Yan, 2021) as well as monocular cameras (Li et al., 2024b) and 3D IFM Cameras (Filipescu et al., 2024) 

for depth capture and object recognition data in various experimental setups.  

 

Additionally, custom and specialized hardware platforms were utilized in some of the reviewed articles to support 

the integration of AR and AI assembly tasks in a more personalized way. For example, (Geng et al., 2025) 

developed a proprietary portable integrated desktop AR hardware platform named Smart Navigator of Industrial 

Operations (SNIO), developed for intelligent industrial assembly operations.  

 

Out of the 27 articles analyzed, there was a particular emphasis on Unity (9 studies), Vuforia (4 studies) and MRTK 

(5 studies). Unity was the most widely used platform for AR development. It was often combined with MRTK and 

Vuforia to enhance AR functionalities, providing robust object recognition and AR overlay capabilities.  It was 

noted that 7 studies do not mention any specific commercial software, which can suggest that there is still a need 

for the maturation or creation of software tailored to meet the demands of this sector. 

 

The most used hardware in reviewed articles were HMDs, with Microsoft HoloLens being the most frequently 

utilized, used in 8 studies. Another important mention is the HTC Vive, employed for Mixed Reality experiences. 

Apart from HMDs, smartphones and cameras were also prevalent, highlighting the employment of iPhones and 

Logitech cameras, employed for monitoring and recording assembly processes. It is worth mentioning that the 

Microsoft Hololens 2 was discontinued in 2023, related to the company's current focus on its tool for military use 

of the U.S. Army, the Integrated Visual Augmentation System (IVAS) (Seiler, 2023). 

 

How were AR and AI solutions adapted to different assembly scenarios?  

The reviewed articles explore a diversity of assembly objects across different industries. Studies examined more 

complex connectors specific to the fields of aviation (Li; Zheng; Zheng, 2021), electromechanics (Zhang et al., 

2023b) and electric (Geng et al., 2025), as well as mechanical parts like flanges (Chu; Chen; Chen, 2024). 

Specifically in the aviation sector, studies show efficacy of this application on aircraft parts, including cables 

(Zheng et al., 2020), exhaust vents (Li et al., 2023), and general aircraft components (Zhao et al., 2022), 

demonstrate the effectiveness of these technologies in high-precision and safety-critical environments. 

 

In addition to mechanical components, several studies emphasize the assembly of electromechanical and structural 

elements, often used in aviation, maritime, and industrial applications. For instance, ship block assembly (Choi; 

Seo, 2020) and scaffolding structures (Dzeng; Cheng; Cheng, 2024) emphasizing the value of using AR and AI in 

large-scale assembly tasks that require precise positioning and alignment. 
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Another relevant category of assembly objects in this analysis included tools, brackets, and industrial systems that 

require AI-driven object recognition for improved guidance. For instance, studies on the assembly of cable brackets 

(Hu et al., 2023) and pneumatic cylinders (Raj et al., 2024) illustrate the application of AR-AI systems in the 

industrial context. The recognition and use of conventional tools such as screws, pliers, Allen keys, and drills (Lai 

et al., 2020; Wang; Yan, 2021; De Feudis et al., 2022; Zhao et al., 2023) accentuates how these technologies 

support floor workers in selecting and using appropriate instruments during assembly. Furthermore, research on 

specialized equipment, such as hydraulic fracturing valves (Aiken et al., 2024) luminaires (Grappiolo et al., 2021a), 

workpieces (Filipescu et al., 2024) and spindles (Li; Chen, 2022) revealing the adaptability of AR-AI integration 

across diverse engineering fields. 

 

Some articles do not mention any specific assembly object but approaches the integration of AR and AI in general 

sectors, for example: manufacturing work operations (Generosi et al., 2022), construction scenarios (Chen et al., 

2024), indoor environments (Seeliger; Weibel; Feuerriegel, 2024), hybrid medical device (Ho et al., 2021), that 

does not directly mention any specific assembly object but describes the use of assembly parts and related tasks, 

such as identifying screws, nuts, and other small components, used as well in (Zidek et al., 2019). Moreover, 

studies related to processes in surgical procedures (Cramer et al., 2024) showcase the potential of AR-AI 

integration in assisting with delicate operations. 

 

AR and AI solutions were adapted to a variety of assembly scenarios such as aviation, industrial settings, structures 

and electromechanics. Even inside these sectors, it is visible that the integration of these technologies is applicable 

to bigger and robust assemblies (scaffoldings, ship blocks, etc.), but also to millimetric tasks (connectors, cables, 

etc.). Although there is a greater predominance of the integration of these technologies in manufacturing and 

industrial applications, it is possible to visualize its potential for versatility in other sectors such as surgical 

procedures and the medical field in general. 

 

What were the common challenges and limitations in implementing AR and AI in assembly processes? 

Despite the advantages of integrating AR and AI in assembly processes, there were several challenges in its 

application. Hardware constraints remain a significant barrier, as the use of HMDs and quality cameras can limit 

accessibility due to technical limitations such as lack of interoperability beyond specific platforms like HoloLens 

2 and Unity (Li; Chen, 2022) and AR glasses usability problems like can be heaviness and fatigue, restricting long-

term use (Zheng et al., 2020; Chen et al., 2024).  

 

The computational complexity of AI-models for object detection and recognition requires substantial processing 

power, which can interfere in real-time responsiveness reported in slower processing times (Li; Zheng; Zheng, 

2021) and recognition delays (Zidek et al., 2019). The authors also recognized the insufficiency of datasets in the 

deep learning models training, needing large and more diverse datasets. The data set limitations affected the 

system's ability to generalize and adapt to different assembly scenarios (Zheng et al., 2020; Li et al., 2024b). 

Besides that, (Li; Chen, 2022) also mention the lack of interoperability beyond specific platforms like HoloLens 2 

and Unity. 

 

Environmental factors were a common challenge for many studies that identified problems with variations in 

lighting and occlusions in the assembly space (De Feudis et al., 2022; Zhang et al., 2023b), which consequently 

affects sensors performance, causing limitations in the captured data. Among these difficulties it may be mentioned 

gloved hand detection (Generosi et al., 2022) and AR markers recognition (Choi; Seo, 2020). Addressing the user 

experiments authors mention the limitations of its participants study such as controlled environments, where 

participants lack industry experience, limiting real-world applicability (Seeliger; Weibel; Feuerriegel, 2024) and 

real-world conditions, such as weather and equipment availability, introducing unpredictability, further 

complicating industrial adoption (Chen et al., 2024). 

 

What were the recommendations for future research or development in the application of AR and AI in 

assembly processes?  

To advance the adoption and effectiveness of AR-AI integration, future research should address several key areas. 

The reviewed studies mentioned many improvements for future work, highlighting the enhancement of detection 

accuracy and robustness such as improving real-time tracking accuracy (Zhang et al., 2023b; Dzeng; Cheng; 

Cheng, 2024; Raj et al., 2024), dealing with occlusions, variations in lighting, and ensuring better hand/pose 

detection even under different circumstances (gloves, scaffolding obstruction, and non-standard scenarios) 

(Generosi et al., 2022; Dzeng; Cheng; Cheng, 2024; Filipescu et al., 2024). 

 

Regarding errors during the assembly process, it was mentioned the necessity of implementation of fault correction 

and quality inspection during assembly processes could further streamline industrial applications (Geng et al., 
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2025) and enhance operator training, allowing systems to predict assembler errors (Grappiolo et al., 2021a). This 

necessity is aligned with the results found in this review, since only four of the studies employed error detection 

in the developed applications. 

 

Expanding AI applications to predictive analytics and dynamic scheduling optimization is another common 

recommendation, particularly for industries (Choi; Seo, 2020; Filipescu et al., 2024). Cloud-edge computing 

solutions could also improve inspection services, while adaptive learning models could improve object recognition 

and positioning accuracy without reliance on markers (Li; Zheng; Zheng, 2021; Li; Chen, 2022). Future research 

should also explore the enhancement of training methods, such as progressive learning systems for AR-based 

assembly instructions (Aiken et al., 2024) and studying human factors in technology adoption for better usability 

evaluation (Chen et al., 2024). 

 

CONCLUSIONS 

This SLR aimed to show the current state of research integrating AR and AI applied to assembly tasks objectifying 

the better understanding of the implementation and development of these technologies, as well as the challenges 

involved in the employment of those novelties. The existing research demonstrated a diversity of approaches, with 

no standardized method for effectively combining these technologies in assembly settings. This absence of a 

unified methodology results in fragmented implementations, making it difficult to assess and compare results. 

Future studies could establish a structured approach to guide the integration of AI and AR in assembly processes, 

ensuring consistency and efficiency across different scenarios. 

 

A significant concern is the ephemerality of AR hardware considering an intent of long-term integration with AI. 

As a relatively new technology, AR devices are subject to rapid evolution, that often leads to short product life 

cycles and discontinuation of hardware, which was the case with Microsoft HoloLens. This instability makes it 

difficult for industries to invest in long-term solutions without the risk of obsolescence. 

 

The durability and practicality of AR equipment in environments of industry and manufacture pose concerns since 

assembly tasks often involve physically demanding activities, which increase the risk of device damage and user 

exhaustion due to prolonged usage. The available AR devices did not present the practicality and resistance 

required for those environments, necessitating improvements in device design to enhance durability and usability. 

Moreover, real-time error detection and instant feedback for assemblers remain possible features that need further 

development, significantly improving the accuracy and efficiency of assembly tasks, minimizing errors. 

Despite the challenges and possible improvements, the integration of AI and AR in manufacturing and industrial 

assembly is already well established, with significant space for expansion into other domains, such as medicine 

and surgical procedures. Considering the use of AI models, CNNs and YOLO continue to dominate, despite the 

emergence of modern models like ViTs that may offer promising improvements.  
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